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Objective 

● People usually consume 3 meals per day and have 2 important questions to 

answer repeatedly which is tiring and monotanous.
○ “What do we make, and what ingredients do we need to make it?”

● Our solution: a system that recommends recipes and ingredients on the fly.



The Dataset 

● Source: http://www.ub.edu/cvub/recipes5k/

● 4,826 recipes to prepare 101 dishes using 3,213 raw ingredients.

● The dataset also contained images for each recipe grouped by dishes.

ingredients_Recipes5k.txt - The Original List of Ingredients

http://www.ub.edu/cvub/recipes5k/


Preprocessing the Data

● Removed overly descriptive words (eg. unsalted, sliced).

● Removed/replaced all unicode characters and duplicate ingredients.

classes_Recipes5k.txt
(Recipe names)

cleaned_ingredients.txt
(Ingredients in the recipes)



Preprocessed Dataset for Food Analysis

Removed recipes which don’t map to any specific dish, resulting in 4,330 unique recipes, 
668 unique ingredients and 101 unique dishes. 

Final dataset



Exploratory Data Analysis - Summary plots



Exploratory Data Analysis - Summary plots



Graphs and Association Analysis
Pairs that co-occur the most:

1. Salt and oil
2. Salt and pepper
3. Salt and egg
4. Salt and butter
5. Salt and onion

Market Basket Analysis 
backed up our network 
analysis



Association Rule Mining

Found a few ingredients that occur frequently individually, but do not occur 

together as much as we expect them to. This is backed up by the low lift values 

(<1) for these pairs.



Vectorization

● Represented a recipe with 

a one hot encoded vector 

of its ingredients. 

● Established a vocabulary 

of ingredients and 

encoded each recipe in a 

668-dimensional vector 

of ingredients.



Ingredients-based Recipe Clustering

PCA t-SNE 



Ingredient Interactions across Dishes



Cosine Similarity: Doc2Vec vs. One Hot Encoding

● Doc2Vec creates a vectorized representation of a document by taking into 

consideration their contexts. 
○ Our intuition is that it will help capture deeper relations between ingredients given the 

context in which they are used.

● Compare the recipes by summing the one hot encoding vectors of their 

ingredients.



Recommendations: Doc2Vec
Best Eggs Benedict        

100%
Fish and Chips!

100%

Death by Chocolate Cake 
100%

Panna Cotta_3
100%

Doc2Vec
Cosine Similarity

Dark Chocolate Mousse 

Excellent Failure!



Recommendations: One Hot Encoding
Chocolate Mousse_5                            

100%

Classic Chocolate Mousse_3 

89.44%

Caffe Mocha Creme Brulee

86.44%

Two Ingredient  Chocolate Mousse 

86.60%

One Hot Encoding
Cosine Similarity

Dark Chocolate Mousse 



Conclusion & Future Work

● Using the knowledge of inter and intra-class variability of recipes through 

EDA, we built a system to recommend similar recipes.

● The Doc2Vec model gave poor results, while the one-hot encoded model 

performed well for ingredients-based recommendation. 

● Going forward, we plan to integrate our recommendation system into a 

digital cookbook. 


